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IO-005:  DOD Digital OnRamp AI Tools
Background & Problem Statement
Current approaches for discovering opportunities within the Department of Defense (DoD) require the manual navigation of multiple websites, organizations, and related environments to make partial sense of the complexity. The level of effort required by private sector and Government organizations to identify mutually beneficial opportunities is a significant barrier to acquisition decisions.

AI Tools have been transformative for many organizations. AI Tools can enable faster discovery, and summarization, and focus the navigation of relevant information. However, AI Tools that are generic, narrowly trained, or not grounded with actionable information often provide unrelated, incomplete, or speculative information to users. 

AI Tools that provide grounded, accurate, and trustworthy information are a priority for consideration.
Government-specific use cases for AI Tools are unique from commercial approaches and requirements. Specifically, Government-proprietary information requires fine grained access controls that must consider additional overlays for the interpretation of information (in whole or part).  The Government seeks to implement a solution providing granular control, restricting AI-generated outputs to only what an individual is authorized to view, which is beyond what is currently offered commercially.  AI Tools that can address Government requirements for enforcement of National Security Information regarding “need to know” and “classification by compilation” controls are of interest.  

The DIU Digital OnRamp Platform enables users to ask natural language questions of platform-connected AI Tools to obtain contextually relevant information that is contextually accurate, grounded to sources, and actionable for engagement. Multiple AI Tools are needed to enable the scaled discovery of commercial-, private-, and Government-proprietary information.

The following are EXAMPLES of AI Tools capabilities sought for the DIU Digital OnRamp:
	•Industry discovery of Government Requests for Proposal (RFP).
	•Industry discovery of Government Requests for Solutions (RFS), or other broad area 	announcements of Government need.
	•Tutorial information to help Industry partners understand and navigate Government processes, 	organizations, and regulations.
	•Industry discovery of Government organizations for support/engagement (e.g. geographically 	relevant locations, etc.)
	•Government discovery of Suppliers of commercially available technologies.
	•Government discovery of Vendors with specific capabilities.

The following are EXAMPLES of Government-operated AI Tools capabilities for the DIU Digital OnRamp:
	•Configurable foundation models and system prompts that can be aligned to specific information
	•Natural Language interface for structured queries into external data sources/systems
	•Summarization and generation of structured outputs
	•Interpretation of stored content and graphics
	•Contextual, semantic graph extraction
	•Recommendation engines (query/content alignment)
	•Safeguards or mechanisms that ensure AI operates within defined ethical/safety guidelines

Notional Implementation Example:
The DIU Digital OnRamp Platform will facilitate user requests for information across diverse, connected and relevant AI Tools.  Each AI Tool provides all necessary and required capabilities to process retrievable information (e.g. parsing, object detection, etc. for documents, databases, etc.).  Each AI Tool delivers structured responses (including grounding citations and actionable links) of discovered relevant information to the DIU Digital OnRamp Platform. The Digital OnRamp Platform finally consolidates, summarizes, and contextualizes responses from AI Tool workflows for the user’s consideration and engagement.

Desired Objectives
The Government seeks commercial AI Tools that can be selectively connected to the DIU Digital OnRamp Platform to provide relevant responses to natural language questions from users. Specifically, the Government is seeking capabilities that provide access to information for the following use cases:
	•Commercially Available Information – AI Tools that provide interfaces to current and actively 	maintained commercial information (information that is available for a fee from a commercial 	source).
	•Publicly Available Information – AI Tools that provide interfaces to current and actively 	maintained publicly available information (information made broadly available to the general 	public, including from Government and commercial entities); some data sources may be directly 	specified by the Government for inclusion.
	•Government Hosted Information – AI Tools that can be Government-hosted/managed within 	Government-approved environment(s) and enable the query of (non-public) proprietary 	information for various Government purposes.

For all AI Tools, the Government has the following overarching objectives:
	•Pricing: Provide fair and transparent pricing models for each Use Case.
	•Security & Compliance: Provide effective safeguards, logging, and identity management. Tools 	must adhere to DoD Cybersecurity and Responsible AI (RAI) guidelines.
	•Performance & Integration: Must be performant, scalable (up and down), well-documented, and 	require only low-code or no-code for deployment, operation, and management.
	•Data Rights: Retain rights and control over data in three distinct categories:
		•Government Data: All data provided by the Government to the AI Tool remains the 			exclusive property of the Government.
		•Transacted Data: Government retains ownership of all content, queries and responses 			transacted with the AI Tool (excluding any private-sector proprietary information 			uploaded by private-sector users to facilitate business development with the 				Government).
		•Vendor Proprietary Content: Clear Government usage and re-distribution rights for any 			commercial or public data licensed by a vendor in connection with the AI Tool (for the 			sole purpose of sustaining the Digital OnRamp other re-distribution excluded). 
		•Government Ownership Rights: Any configurations, customization, and/or any work 			performed on top of the AI Tool solution, its modules, and components shall be provided 			to the Government with Government Ownership Rights.  
	•Risk Reduction: Ensure long-term stability and modularity of substitutions via non-proprietary, 	open API interface-contracts.

For AI Tools that enable access to Commercially Available Information, the Government seeks fair, consumption-based (utility) pricing for queries, responses, and/or content transactions executed by the DIU Digital OnRamp Platform.

For AI Tools that enable access to Publicly Available Information, the Government seeks fair, consumption-based (utility) pricing for queries, responses, and/or content transactions executed by the DIU Digital OnRamp Platform. This may include optional Government-specified sources for inclusion which may require resources to facilitate routine import and tuning of relevant data (e.g. Websites, Portable Document Format (PDFs), Comma-Separated Values (CSVs), JavaScript Object Notation (JSON), etc.).
For AI Tools that enable access to Government Hosted Information, the Government seeks firm-fixed subscription/license pricing options for AI Tools that are Government-operated, or by Government performers, within a Government approved environment. AI Tools must be actively maintained, documented, and compliant with current DoD software policies/practices and only use implementations that are Government-approved. AI Tools must be configurable to support Government use cases and support multiple data connection formats (e.g. Structured Query Language (SQL), Object Stores, etc.) and ingest formats (e.g. CSV, PDF, PowerPoint, Word Documents, Text Documents, JSON, Images, etc.) with appropriate processing as applicable (e.g. Optical Character Recognition (OCR), etc.). AI tools shall specifically enable selection and configuration of foundation models, with the ability to align/tune system prompts, when applicable, to better align capabilities to Government data and use cases. AI Tools should be developed in accordance with current DoD DevSecOps practices and delivered as portable and configurable capabilities that are deployed using Infrastructure as Code / Configuration as Code (IaC/CaC) that clearly document required resource requirements and dependencies. AI Tools must also provide a Service Level Agreement (SLA) for approved deployment configurations.

For all deployments, Government seeks AI Tools that provide effective and configurable safeguards and mechanisms to enforce ethical/safety guidelines for the scoping of responses, prevention of toxic prompts, jailbreaking attempts, and out of scope information requests (individual or within session context). AI Tools must provide effective mechanisms for logging and providing notifications related to these activities.

Government seeks AI Tools that are performant, actively maintained, well documented and supported, and require low/no-code for deployment and/or configuration for connections to the DIU Digital OnRamp. 

To date, Large Language Model (LLM) alignment-training based mechanisms are not perfect enough to satisfy Government unique requirements for controlling access to relevant information that may be public in nature or proprietary to Government agencies. The Government proposes one viable solution, where access is controlled during the “retrieval” stage of Retrieval-Augmented Generation (RAG), not during the “generation” stage. This requires multiple tools with access to, and skills relevant to, specific data sources. It also requires the tools to request and impersonate users’ credentials during retrieval.

In order to prevent compilation of information through summarization and reasoning over disparate data sets to reveal privileged information beyond a user’s authorized information access and need-to-know, AI Tools must apply access management controls both on the front end – controlling access to the user interface – by supporting Government and Cloud Identity, Credential, and Access Management (ICAM) and authentication protocols, e.g., Open Authorization (OAUTH2), Security Assertion Markup Language 2.0 (SAML2), Managed Connectivity Provider (MCP), JSON web token (JWT), Mutual Transport Layer Security (mTLS), etc., and on the back end – optimally using the user’s delegated authorities (using session-specific, time-bound, delegated authority through exchange of federated tokens) to retrieve external data, limiting retrieval to the scope of the user’s authorizations on the remote systems.
 
The DIU Digital OnRamp Platform (not the AI Tools) is responsible for eliciting (from the user client) and refreshing time-bounded delegation tokens on behalf of the tools to access third party data sources. Additionally, the tool Vendor cannot affect the third-party Policy Decision Points’ authorization policies. The requirement is to implement the use of provided delegation tokens, of whatever type, and use those to retrieve data at a level of least privilege, according to each user’s access entitlements.

Government seeks AI Tools that provide structured, accurate, actionable responses to queries from the DIU Digital OnRamp. Specifically, AI Tool responses should include relevant content, with accurate citations and hyperlinks to grounding information sources and supporting resources, such as proposal submission sites.

Government seeks AI Tools that provide Government ownership rights and control over any information or data provided to, generated by, or transacted with the DIU Digital OnRamp Platform. Specifically, but not exhaustively: vendors that are provided information, including user prompts and generated response, via the DIU Digital OnRamp Platform shall not incorporate, share, or leverage such information or data in any manner, to include for commercial purposes, without express written permission from Government.

Government seeks AI Tools that are capable of adhering to DoD Cybersecurity and Responsible AI (RAI) policies and guidelines, provide access to transaction logs, and are able to report performance and usage metrics.

The Government desires risk reduction for the contingency where any critical piece of AI Tool services becomes unavailable due to changing performer priorities, poor performance, or pricing disagreements. To provide this risk reduction, the Government requires AI Tool(s) features to be fully accessible through non-proprietary Application Programming Interface (API) contracts (e.g., software interfaces that will be perpetually respected) maintained stable throughout the lifetime of the products. The Government shall have perpetual rights to any tool interface definition (API contract standard) required to implement substitute AI Tools, or to extend the lifecycle beyond the end of the support period, at the Government’s discretion. Specifically, if a vendor has a proprietary interface, they may optionally wrap their API in an open API and the Government will retain perpetual rights and ownership of the open API. 

The Government seeks AI Tools that can be deployed and operated using Confidential Computing technologies, when available and enabled on the hosting hardware or services. Optimally, the Vendor should separate and minimize the Trusted Computing Base (TCB) for providing security-sensitive functions within their respective architecture. In particular, processing of authentication secrets should be isolated from unrelated software code and run in a secure enclave. Examples of secure confidential enclaves are Intel Security Guard Extensions (SGX), or Micro Virtual Machine (MicroVM) running in a confidential domain/virtual machine (VM) hosted with Intel Trusted Domain Extensions (TDX), AMD Secure Encrypted Virtualization-Secure Nested Pages (SEV-SNP), or Azure Resource Manager (ARM) Confidential Computing Enforcement (CCE) when/ if that functionality is available on the platform.

Major Milestones & Decision Points
Per the Anticipated Funding, the first phase will be awarded a small amount of funding to perform the Technology Demonstration and awards will be made based on a White Paper response to the Request for Solution.  Following evaluations of the white paper response, down-select awards will be made to the MVP phase. Below is the estimated timeline:

Phase 1 – Minimum Viable Product (MVP) – AI Tools:
· Milestone 1a- Day 0:  Request For Solution (RFS) is publicly released.
· Milestone 1b – Day 14:  Solution Paper responses are due from consortium members.
· Milestone 1c – Day 28:  Downselect Notifications.  Selection notifications will be communicated to conduct a brief capability demonstration on performer’s system.
· Milestone 1d – Day 31-33:  Brief capability demonstration on performer’s system.
· Milestone 1e – Day 36:  Notification of Invitation to collaborate on Statement of Work (SOW).  A period of two weeks is allowed to conclude SOW collaboration.
· Milestone 1f – Day 50:  Acceptance by the government of the SOW will be based on terms as well as successful demonstration of capability and likelihood of passing cyber security, Responsible AI and platform integration requirements.  

Phase 2: Minimum Viable Product – Upgrades and Expansions
· (Potential) Milestone 2a – Day 185-Plus:  More detailed MVP Milestones will be provided at a later date after evaluations of the first set of AI tools performance on the platform.  

Criteria for Phase 1 – Minimum Viable Product – AI Tools
Milestone 1b – The Government estimates that up to ten tool providers could be awarded based on solution paper responses and successful SOW acceptances. The Government will take into account the Desired Objectives outlined above and apply the evaluation criteria detailed below.
Note:  It is expected that not all Tool Providers will meet each of the following criteria.  
	1.Experience with matching private sector users to federal government opportunities.
	2. Experience with cutting-edge AI development for queries on behalf of the federal government 	or large commercial organizations with relatively large and varied data sources. 
	3. Experience in the commercial or government market providing AI tools for high volume 	(provide number) of users to fulfill queries or match to commercial opportunities.   
	4.Experience accessing federal government (public and non-public) and commercial data sources 	and services, while complying with DOD regulations and policies.  
	5.Capability to comply with DOD security, cybersecurity, Responsible AI, privacy and other 	applicable policies and regulations.  
	6.Capability to apply AI tools that interact with both internally and externally hosted data 	sets/services, tools, and/or platform(s). For clarity, AI tool providers should not assume their 	internally trained datasets are completely appropriate for addressing private sector and 	government user queries.   

Milestone 1c-d:  Brief Capability Demonstration.  The government will provide a handful of queries or other appropriate test parameters for the applicant to perform in real-time during a virtual demonstration on their system. A short discussion period will be allowed.  Total allotted time for each demonstration and discussion will be no more than 30 minutes.  Criteria for grading the Capability Demonstration:	
	1. Private sector matches to DOD opportunities such as a relevant Broad Agency Announcement (BAA), Small Business Innovation Research (SBIR), Research and Development (R&D) contract, Request for Proposal (RFP), Other Transactions (OT), Commercial Solutions Opening (CSO), FOA, Challenge, etc., will be graded relative to the matches provided by competing tools.  The matches will be expected to provide a link to at least one or more relevant online training aids (more is not necessarily better) such as videos, manuals, and exemplars/models of good responses.  Additionally, based on the physical address provided by the user profile (within a user persona), it is expected that the match will provide contact information for DOD and US Government organizations prioritized within one hundred (100) miles which can assist the user, e.g. Office of Small Business Programs (OSBP) APEX Accelerator, Defense Innovation Community of Entities offices (Airforce Work Project (AFWERX), Naval X, Defense Innovation Unit (DIU), Army Application Laboratory (AAL), National Security Innovation Network (NSIN), etc.), Defense Innovation OnRamp Hub, Small Business Administration, or a Small Business office on a local military base.  An example of a private sector match request would be: “An early stage start-up has developed a small drone (quadcopter 12 inches wide) that can achieve and maintain high speeds of 250 kph.  The product has a TRL level of 5 and an MRL of 4.”  
	2.The DOD user queries will be graded relative to responses from competitive tools according to: 1) Accuracy, 2) Attribution and 3) Recognition of the persona based on their profile and previous queries.  An example of a DOD member query would be: “An anti-corrosion expert from an Army Program Management office is searching for an anti-corrosion coating that can be applied in the field to steel, protects from salt water and can withstand temperatures of -30 F to 140 F.”

All applicants must successfully submit their DD2345 in the Defense Logistics Agency's Joint Certification Program Operations Support Solution External Portal (JCP).  The JCP user manuals are attached to this RFS.  If applicants have questions about the process, please email the JCP general mailbox at: jcp-admin@dla.mil as needed.

Follow-On Production: Yes
The government plans to execute follow-on production agreement(s) or production contract(s) when successful completion is reached in the prototype agreement(s).  
Anticipated Security Level of the Prototype Project: Unclassified
Anticipated Funding: $700,000
Certainty of Funding: Sponsor has committed funding.
Period of Performance: 12 months
Anticipated Data Rights
Unlimited
Technical Liaison: John Cronin, (202) 235-5335, John.cronin@gsa.gov
Alternate Technical Liaison: Cheryl Ingstad, (650) 447-4828, cingstad@diu.mil
______________________________________________________________________________


